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In = distributed Computing System (DCS) Jjob can arrive
randoﬁly at each node, which can change £ﬁe status of node
constantly. Thérefore Jobs 1in DCS should be scheduled}l
‘dynamicallyﬂto meet the constraints of the system and to

improve the system performance. For job scheduling accurate

global information iz impossible, an estimation can be made i

to scheéule job to achieve near—-optimal solution of the
problem of Jjob " scheduling. For relisbility scheduler

should be placed on each node in the systemn.

“This étudy will be focused on dynamic job scheduling
in DCS using network of stochastic learning automata (SLA).
SLA will be used as & decision maker in Job sgheduling.
First an abstract model of DCS5 will be pfesented, then
algorithm will be formulated for dynamic Jjob scheduling. A
mathematical proof 5f correctness will be conducted for the

validation of tﬁe slgorithm.
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